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ABSTRACT 
 

This paper seeks to analyze the degree and 
prevalence of political bias and controversy in Wikipedia. 
Using pre-trained models from Rheault and Cochrane (2019) 
and Shapiro and Gentzkow (2019) we validate our methods 
for generalizability on the ideological books corpus (Sim et 
al., 2013) with sub-sentential annotations (Iyyer et al., 2014) 
and attempt to apply these methods to receive insight into 
political bias in Wikipedia. We attempt to combat overlap in 
political slants and avoid labeling political bias whose 
detection is unavoidable due to the topic of the article in 
question. With insight into political bias on Wikipedia gained 
we hope it will be able to prove useful in combating 
counterproductive activity on Wikipedia and allow for more 
precise and targeted activity by Wikipedia monitors. 
 

INTRODUCTION 
 

As established by Wikipedia itself, edit-warring is 
remarkably counterproductive and only makes consensus 
harder to reach. In Edit Wars in Wikipedia, Robert Sumi et al 
devised an M-Statistic which can grant any Wikipedia article a 
value representing its level of controversy; while it can 
quickly and effectively identify highly controversial articles, it 
is generalized to take into account any type of edit war (among 
other limitations), with an accuracy that is far from perfect. In 
general, this project seeks to address two key deficiencies in 
this method of conflict detection: scope of controversy and 
limitation in methods. While the aforementioned method was 
generalized for any and all edit wars across all topics, this 
project will focus on political controversy; additionally, our 
method will detect bias using page content and not just 
meta-data like the M-statistic. 

The rationale behind focussing on political 
controversy is twofold. Firstly, unproductive political 
controversy and the resulting potential lack of accurate 
information is known to have severe consequences, and these 
consequences are particularly salient in these current times. As 
seen in Greenstein and Zhu’s paper in 2018, bias in Wikipedia 
is indeed present, and it is both in Wikipedia’s interest and in 
the interest of the general public for it to be as close as 
possible to a state of political neutrality and factuality. As a 
result, lowering controversy in this area becomes particularly 
salient. Political bias could be a particular method of targeting 
this— politically charged language is for one unhelpful, but 
additionally can provoke the other side and lead to additional 
controversy. Finding a way to neutralize politically charged 
language could then be helpful in efforts to quell political 
controversy and focus on neutral, factual information. As for 
the second rationale, politically biased language has excellent 
tools available and has already been a topic of study. 
Identifying ideological language is something that has already 
been done before; for example Rheault and Cochrane in Word 

Embeddings for the Analysis of Ideological Placement in 
Parliamentary Corpora successfully uncovered ideology 
within digitized parliamentary debates.  

There is, however, a lack of Wikipedia-focused bias 
research, which is unacceptable considering the importance 
and popularity of the website. Wikipedia itself only mentions 
three major papers written on the subject of ideological bias: 
Gentzkow and Shapiro (2012), Greenstein, Zhu, and Gu 
(2016), Greenstein and Zhu (2018). Upon further examination, 
the models used for those papers were trained on 
non-Wikipedia data, which made us question the validity of 
their findings. Wikipedia is completely unlike any other data 
source when it comes to its data generation process, and 
therefore it is hard to tell whether a model trained on 
newspapers or congressional speeches would produce valid 
results when applied to Wikipedia articles. The above 
mentioned papers address this problem in their own ways, for 
example, Greenstein and Zhu apply their model to both 
Wikipedia and Encyclopedia Britannica and perform 
comparative analysis, which reduces the potential harm of 
model overfitting. However, since we wanted to focus our 
research on Wikipedia, we attempted to mitigate the problem 
by using two different models and comparing their 
performances on the same set of data. 

We apply the models to a subset of articles and 
measure the ideological bias of the current versions as well as 
revision histories of those articles in order to gauge the level 
of ideological slant across topics and throughout time. 
 

DATA 
 

For this project we had three main sources of data. 
The two models we employed were both trained using data 
from transcripts of congressional speeches. Most studies we 
found on measuring political/ideological bias use 
congressional data: there is a lot of it and it is easy to get a 
political slant label on every speech by identifying the political 
affiliation of each speaker. This data was then transformed 
once by Shapiro & Gentzkow (2019) with available two-word 
phrases and their political association, and second by Rheault 
and Cochrane (2019) with pre-trained models available on 
GitHub https://github.com/lrheault/partyembed for download. 
As mentioned above, there is a real risk of the models being 
overfit to congressional speeches, so we had to acquire a 
validation dataset that was generated by a different process 
than the congressional dataset. Ideally, our validation set 
would come from Wikipedia itself, however, we could not 
come up with a way to algorithmically extract labels from 
Wikipedia data. Our best attempt was to look for article edits 
tagged with comments containing the word “bias”, under the 
assumption that such edits point out and replace ideologically 
slanted phrases with more neutral language. However, this 
approach turned out to be too inconsistent, so we had to find 
some other dataset with bias labels. 
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While looking into previous ideological slant 

research we found a rigorously compiled dataset called the 
Ideological Books Corpus (IBC) (Sim et al., 2013) with 
sub-sentential annotations (Iyyer et al., 2014). IBC is a 
collection of sentences labelled with left/right/neutral political 
ideology compiled from books and magazine articles by 
authors with well-known political leanings. Initially, we 
intended to use this dataset to train our own bias-detection 
model, however, due to the careful compilation process, IBC 
contains only around 4300 total sentences (2025 liberal 
sentences, 1701 conservative sentences, 600 neutral sentences) 
which is too little data for a new model, so instead we used it 
to validate the generalizability of the models trained on 
congress speeches. While there is no reason to assume that the 
phrases from IBC are in any way more representative of the 
“Wikipedian dialect” than the congress speeches, the data 
generation process is still different enough for us to be able to 
spot overfitting. This dataset was downloaded from 
https://people.cs.umass.edu/~miyyer/ibc/index.html, with 
sample data available publicly for download and the full 
dataset available via email. If one were to reproduce our 
experiments, they must first email the address posted on the 
website and request access to the full dataset. 

The third dataset was extracted from our main source 
of interest, Wikipedia. At first we wanted to analyze the 
entirety of Wikipedia, however, with over 6 million articles to 
consider we were risking infeasible runtime lengths for our 
timeline. Besides, our models were trained on data pertaining 
to U.S. politics specifically, so the results on unrelated articles 
would have been even less trustworthy. Therefore, we decided 
to only focus on U.S. politics-related articles. Wikipedia’s 
category system is inconsistent and none of the previous 
approaches to this task were usable for different reasons, so 
we had to find some other method or resource to help with the 
selection process. We ended up settling on the list we found 
on a U.S. Politics “task force” page. Task forces on Wikipedia 
are voluntary collaborations focused on improving different 
parts of the website, and the task force we got the list from 
specializes in Wikipedia's coverage of the U.S. Politics. The 
list we got from their dedicated page contained the top 700 
most-viewed U.S. politics-related Wikipedia articles, which 
served our purpose well for two reasons. First, it was small 
enough so that we could be flexible about which models we 
used and which statistics we generated since our code did not 
take too long to run. Second, the more popular pages are 
usually more developed, so we were able to study the results 
of more active collaborations, which is what Wikipedia was 
intended for. We scraped the current versions of almost all the 
articles from the list (with few exceptions such as list articles), 
and then manually picked out 9 of them for further 
examination of their revision histories based on length 
(short-medium-long) and current bias scores 
(left-neutral-right). We used article length because we found it 
to be the best available estimator for the number of edits, or 
how well the article is developed, and got edit counts ranging 
from 800 to 8000. 

One of the aforementioned models we’re using, the 
pre-trained model by Rheault and Cochrane, is available on 
github as partyembed. A key function of this model that we 
are able to use for our task is the “issue” function- this 
provides us with data created by their trained model. The 

vocabulary of this model is associated with different weights 
of positive or negative democratic and republican slants, from 
congressional speeches from every two years from 1873 to 
2015.  

 
Fig 1. Overall Slants of congressional speech data from each 

party for each year. 
 

Ultimately, belief in the efficacy of this data is 
relatively certain, as the model performs excellently at 
distinguishing the ideological placement of its corpora. 
However, what we intend to do is analyze if this data can be 
generalized, which will be explored further in Methods. 
 
 

METHODS 
 

Wikipedia is one of the most unique data sources out 
there just by the nature of the data generation process. The 
articles are written by the combined efforts of tens and 
hundreds of different editors, each with their own writing style 
and ideology, which automatically brings up the question: are 
models trained on data from congress speeches, or books, or 
magazines general enough to be applied to Wikipedia data? As 
mentioned above, validating the performance of the models on 
Wikipedia data is not a trivial task, and we did not find the 
previous research to address this problem sufficiently. 
Therefore, we are employing two different methods of 
validation. Firstly, we use the IBC to assert both models’ 
generalizability by checking how accurate they are at labelling 
the sentences from the dataset. Secondly, since we are using 
two different models, we are able to compare their 
performances on the Wikipedia data, which allows us to make 
sure the methodology does not affect the results too 
drastically. 

The first model we use was developed by Gentzkow, 
Shapiro and Taddy for their paper Measuring Group 
Differences in High-Dimensional Choices. The model uses a 
neural net to assign bias scores to two-word phrases, or 
bigrams. We then use the resulting score dictionary to assign 
bias scores to bigrams in the selected Wikipedia articles. 
While there are many different ways to map the resulting array 
of numbers to a single representative value, we decided to go 
with summing all the bias values together, effectively getting 
the formula: 
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core(a) req(x) ias(x)s = ∑
 

x∈S(a)
f * b  

 
Where  is a unique word/bigram in the list of words/bigramsx  

 derived from a Wikipedia article . The article text wasS a  
pre-processed the same way Gentzkow, Shapiro, and Taddy 
pre-processed the congressional speeches in order to ensure 
consistency. That includes removing punctuation and 
stopwords, lowercasing, and porter-stemming the whole text. 

At this stage we already spot the first signs of 
unreliability: about 22% of the articles have one of the top 10 
frequent phrases in the title. That means that there is a 
possibility of the results being skewed by the topics of the 
articles. So, for example, if the phrase “San Francisco” is 
considered left-biased by the model, an article about San 
Francisco will receive a high bias score even if the language 
used is not biased. Upon further investigation, we found that 
the top 10 most frequent phrases constitute around 42% of the 
article’s absolute bias score on average, while also being 
thematically connected to the article’s topic. A telling example 
of this phenomenon is the article for Martin Luther King (fig. 
2).  

 

 
Fig. 2. Table of the most frequent phrases for the MLK article 

with counts, bias scores and absolute total scores. 
 

As can be seen from the figure, the top 10 most 
common words are connected to MLK’s biography. In this 
particular case their combined score constitutes over 56% of 
the whole article’s absolute score. We call this propensity of 
an article’s score to be skewed by topically connected words 
and phrases “topic bias”. In order to combat topic bias we 
decided to ignore the top 10 most common phrases while 
calculating the articles’ scores, the formula effectively 
becoming: 

 

core(a) req(x) ias(x)s = ∑
 

x∈S(a), x∈T (a)/
f * b   

 
Where  is the top 10 most common phrases for anT  

article . This method of dealing with the topic bias is onlya  
one of many possible ways, the problem is deep enough to 
warrant a whole another investigation. However, even with 
this solution about 27% of the articles ended up reclassified, 

which could mean that this method is at least somewhat 
effective. 

Additionally, we decided to normalize the articles 
around their length by dividing the total score by the number 
of words the article contains. Although the data does not show 
a strong correlation between the article’s score and its length 
(fig.3), we still decided to make that adjustment since it might 
help to further combat topic bias: the longer articles may still 
contain more topically-skewing words than the shorter 
articles. The final formula we went with is: 

 

core(a) s = len(S(a))

req(x) bias(x)∑
 

x∈S(a), x∈T (a)/
f *

 
 

 
Fig. 3. Scatterplot of absolute sum over number of words (left) 

and scatterplot of non-absolute sum over number of words 
(right). 

 
The second model we analyzed uses the issue() 

function from Rheault and Cochrane’s Word Embeddings for 
the Analysis of Ideological Placement in Parliamentary 
Corpora this model was created by, in using each word in 
each sentence in our validation set (The Ideological Books 
Corpus (Sim et al., 2013) with sub-sentential annotations 
(Iyyer et al., 2014)), extracting the weights from house 
corpora from 2007 onwards from the pre-trained model. Ergo, 
for each word in each item in the ideological books corpus, if 
this word existed in the vocabulary of Rheault and Cochrane’s 
pre-trained model, we received the democratic and republican 
total leanings for each year. After applying this to one 
particular sentence, we are then left with an array of values. 
With these, we were then able to explore different aggregate 
functions for each sentence. 

 
Fig 4. Mean aggregate function performed on R&S Slants 

from 2015 house corpora on ideological books corpus data, 1 
sentence 



 
 

Overall, when we looked at individual sentences, we 
found that there was a concerning amount of overlap. While 
the scores did indeed differ in the correct directions, the 
overlap itself was quite worrisome. However, under the 
justification that most Wikipedia articles have multiple 
sentences, we tried the same model with samples of multiple 
sentences. 

 
Fig 5. Mean aggregate function performed on R&S Slants 

from 2015 house corpora on ideological books corpus data, 30 
sentences 

 
The Gentzkow/Shapiro/Taddy model performed 

similarly when applied to the IBC: with only 1 sentence inputs 
we got an average classification accuracy of 40% (worse than 
even picking at random), however, as we fed more sentences 
into the model we started getting way better results, the 
average spiking up to almost 70%. It could be argued that 70% 
accuracy is not very reliable, but that is why we have a second 
layer of validation with inter-model comparisons.

 
 
 

Overall, we chose the mean as our aggregate 
function, as other aggregate methods, such as the Maximum, 
often had strange formations in the distributions 
 

 
Fig 6. Max aggregate function performed on R&S Slants from 
2015 house corpora on ideological books corpus data, 1 
sentence. 
 
 
 

RESULTS 
 

When analyzing the results of the two models on 
current page articles, our first objective was to explore the 
models’ similarities and differences. We first noticed a 
moderate correlation between the output scores of the two 
models, that is, 0.285213. When looking further into the 
differences, we found that overall the differences were 
somewhat normally distributed, with Partyembed overall 
giving somewhat more liberal scores, resulting in a right skew. 

 
Fig 7. Distribution of score differences (Gentzkow and 

Shapiro score subtracted from Partyembed score) 
 

Generally, there seemed to be a not-insignificant 
amount of disagreement between the two models, which made 
itself particularly clearer when plotting the scores 
side-by-side. 



 

 
Fig 8. Comparison of scores across articles (with partyembed 

sorted) 

 
Fig 9. Comparison of scores across articles (with G&S sorted) 
 
 

 
Fig 10. Comparison of scores, scatterplot 

 
Fortunately, the differences in scores were not 

entirely random, and there appeared to be patterns within the 
types of articles with large or small differences. The largest 
differences has a large number of individuals mentioned, 
particularly representatives and politicians. 

 
Fig 11. Articles with largest difference between models 

 
Meanwhile, the smallest differences had a noticeable 

number of articles concerning presidential elections featured. 



 

 
Fig 12. Articles with smallest difference between models 

 
However, these patterns aside, there were many 

articles whose large differences can be areas for concern, such 
as “Political positions of the Democratic Party” and “Blue 
Lives Matter.” Moreover, figures and politicians are of course 
not excluded from the articles with the lowest differences. 
 

Regardless, an area we were particularly interested in 
was the most politically slanted articles. Here, the results were 
quite different by each model. 

For the most left-leaning articles identified by the 
partyembed model, it made us quite concerned over whether 
or not our aforementioned strategy was effective in avoiding 
our models acting as a topic detector. 

These articles were heavily centered around 
left-leaning topics, such as the article for “Civil rights 
movement” and “New Deal coalition”. While this could 
possibly mean that these articles were in fact written with a 
left-leaning slant, it could also mean our article could not 
avoid being a topic detector when it is applied to these 
particular kinds of Wikipedia articles. 

 
Fig 13. Most left-leaning articles identified by partyembed 

model 
 

As for the right-leaning articles, the partyembed 
model identified interesting choices. For instance, although 
our method for applying the partyembed model to Wikipedia 
articles used data from 2007 onwards, it consistently identified 
articles relating to Trump and Russia, data only relevant for 
the very end of the data selection. What’s more, it is quite 
likely that democrats too were talking about the Mueller 
investigation, etc. So these results were particularly 
perplexing. 

Another interesting result within the right-leaning 
articles (though not the most right-leaning articles) was the 
prevalence of conspiracy-related articles. All but one of the 
articles relating to conspiracies that we found (the exception 
being the article pertaining to conspiracy theories relating to 
the assassination of Robert F. Kennedy) each had a 
right-leaning slant. What’s more is that the majority of these 
right-leaning slants were not mild, but many were quite 
noticeably towards the right-wing end. Furthermore, these 
articles were not all about right-wing conspiracy theories, but 
included relatively non-partisan theories such as the New 
World Order. 

While we are hesitant to make drastic claims about 
the world from these results, what we could possibly conclude 
is that the language being used in these conspiracy Wikipedia 
articles is similar to that being used by republican 
congresspeople. 
 



 

 
Fig 14. Most right-leaning articles identified by partyembed 

model 
 

 
Fig 15. Scores of conspiracy-related articles, partyembed 

 
For the left-leaning articles identified by the Shapiro 

& Gentzkow model, the current pages revealed many articles 
centered around individuals, often senators and 
representatives. As there seems to be less (though still present) 
representation of left-wing topics within these topmost 
articles, one could perhaps take away that the S&G approach 
is more able to avoid topic detection within the most left-wing 
articles. However, more research would be needed to make 
sure of this. 

 
Fig 16. Topmost left-wing articles, G&S 

 
On the other hand, the most right-wing articles were 

more of a mix. Like partyembed, the topmost right-wing 
articles did include a number of articles pertaining to Trump 
and Russia, such as the articles for Mueller report and Michael 
Flynn. However, there was also a lower representation of 
articles pertaining to right-wing topics. While the former 
included articles such as “Bible belt,” “Flags of the 
Confederate States of America,” “Taxation in the United 
States,”, “Jefferson Davis,”, and “Barack Obama Religion 
Conspiracy Theories”, the latter included far fewer articles 
such as “Newsmax,” “Donald Trump 2016 presidential 
campaign.” With this common trend in both left and right 
wing, one could possibly take away the message that the 
Gentzkow & Shapiro approach performs slightly better at 
avoiding topic detection overall. 

As to why this is, it is still difficult to say. Both had 
their original sources in generally the same data- 
congressional corpora. And both of these methods tended to 
have the same approach in differentiating the ideology behind 
the two different documents. One of the main differences, as 
small as it is, is that the Gentzkow & Shapiro approach uses 
bigrams, whereas we used unigrams for the issue() function in 
our application of the partyembed model. 
 



 

 
Fig 16. Topmost right-wing articles, G&S 

 
 

Time-series analysis 
 

An area in which there was a noticeable amount of 
disagreement was that of the time series analysis. When 
analyzing the plots side-by-side, some articles featured 
drastically different interpretations of the change of our 
selected articles. While many articles had modest positive 
correlations with each other and generally looked quite 
similar, other articles such as “Separation of Church and 
State” seemed to have opposite interpretations of the lifespan 
of an article, with overall ratings of bias moving in entirely 
opposite directions, as seen in Figure 13 below. 

 
Fig 17. Article with high disagreement - Separation of Church 
and State time series slant plot (Partyembed on left, G&S on 

right) 
 

However, one noticeable trend was that for the 
majority of articles, (Jim Acosta and Democratic Party being 
the only two exceptions) the majority of the variation in an 
article’s bias rating was typically found at the very beginning 
of its lifespan. One of the more drastic examples of these 
(Mueller Report) can be found in Figure 14 
 

 
Fig 18. Mueller Report time-series slant plot (Partyembed on 

left, G&S on right) 
 

This makes sense intuitively, if article lengths 
generally increase over their lifespan, slanted edits of around 
the same size will typically have less and less of an impact as 
time goes on. 

Another finding we found was the “stair step” 
movements of the various plots. We assume that these are the 
results of large chunks of the article being added or taken 
away. 

 
Fig 19. Large stair step motions on the article for James K. 

Polk (partyembed on left, G&S on right) 
 
 

Another object of interest to us was the varying 
ranges of scores over time— if these ranges were similar, or 
different in some pattern, etc. In general, we found that the 
range of scores given to an article over its span varied wildly. 



 

 
Fig 20. Score Ranges for the nine time-series articles 

(partyembed) 
 

When looking at the ranges for the scores of each of 
the articles in question, the articles with the largest variation in 
scores were in fact so large as to obscure the patterns in any of 
the smaller ranges (Figure 16). 

When analyzing the score ranges that seemed closer 
together (that is, after dropping the three articles with the 
highest variation, “James K. Polk,” “Separation of Church and 
State,” and “The Era of Good Feelings”), we found that even 
then, the ranges in scores varied substantially. 

 
Fig 21. Score ranges for six articles (partyembed) 

 
Overall, the variation does not seem to be related to 

the overall slant or the size of the article. The largest 
variations were with a long-neutral article, medium-republican 
article, and short-neutral article. The smallest variations were 
in a long-republican article, medium-neutral article, and 
medium-democratic article. 

 
 
 
 

CONCLUSION 
 

The two political parties in the U.S. utilize diverging 
vocabularies. Democrats are likely to use left-leaning term 
“undocumented immigrants” while Republicans are likely to 
use the right-leaning term “illegal aliens”. Ideological 
divisions are increasing and pervasive. There is a distinct 
political polarization of language used in congressional 
speeches as preliminarily explored by Rheault and Cochrane. 
Since congressional speeches feed media and public discourse, 
this growing partisanship of language can then find its way 
onto open-source resources such as Wikipedia. Extreme 
political opinions can have reverberating consequences and 
Wikipedia has expressed its desire to remain factually neutral. 
Our work expands upon the papers by Rheault and Cochrane 
and Gentzkow, Shapiro, and Taddy by applying their methods 
to Wikipedia, one of the most visited websites in the world for 
free public information. 

In this paper, we develop and compare two models to 
detect and measure ideological slant on Wikipedia across 
article topics and throughout time. Both models are trained on 
congressional speech data, validated using the Ideological 
Books Corpus, and applied to the 700 most-viewed articles 
related to U.S. politics. Model validity increases with respect 
to the number of sentences and both models produced similar 
results. Over 62 percent of article scores had an absolute 
difference less than 0.1. The only area where the models 
differed was on articles regarding political figures, such as 
congresspeople. Generally, the models agree on abstract 
political articles. A particularly surprising result is that both 
the models consistently identified articles related to Trump 
and Russia as right-leaning. 

Our main issue of concern is that the Partyembed 
model, originally designed by Rheault and Cochrane, acts 
more like a topic detector. Topic bias is more prevalent in the 
Partyembed model than in the Gentzkow & Shapiro model. 
For example, the most left-leaning articles identified by 
Partyembed are heavily centered around left-leaning topics. 
On the other hand, the most left-leaning and right-leaning 
articles identified by the Gentzkow & Shapiro model feature a 
variety of topics. In order to determine if the Gentzkow & 
Shapiro model performs better than Partyembed we would 
need to do more research. 

Measuring ideological slant is a core topic in political 
science and a daunting task for data scientists. Not only can 
Wikipedia use these two models to determine the degree of 
political bias in their articles, but political scientists can use 
the quantitative finding of this paper when examining shifts in 
public opinion. While we were able to apply two predeveloped 
models to Wikipedia data, they can be improved upon. In the 
future, we would like to implement a bias detector that does 
not get swayed by the topic at hand by possibly altering the 
training/validation data. 
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APPENDIX 
 
Project Proposal 

As established by Wikipedia itself, edit-warring is 
remarkably counterproductive and only makes consensus 
harder to reach. In Edit Wars in Wikipedia, Robert Sumi et al 
devised an M-Statistic which can grant any Wikipedia article a 
value representing its level of controversy; while it can 
quickly and effectively identify highly controversial articles, it 
is generalized to take into account any type of edit war (among 
other limitations), with an accuracy that is far from perfect. In 
general, this project seeks to address two key deficiencies in 
this method of conflict detection: scope of controversy and 
limitation in methods. While the aforementioned method was 
generalized for any and all edit wars across all topics, this 
project will focus on political controversy; while the 
aforementioned method solely focussed on edit wars, this will 
combine that with sentiment analysis.  

The rationale behind focussing on political 
controversy is twofold. Firstly, unproductive political 
controversy and the resulting potential lack of accurate 
information is known to have severe consequences, and these 
consequences are particularly salient in these current times. As 
seen in Greenstein and Zhu’s paper in 2018, bias in Wikipedia 
is indeed present, and it is both in Wikipedia’s interest and in 
the interest of the general public for it to be as close as 
possible to a state of political neutrality and factuality. As a 
result, lowering controversy in this area becomes particularly 
salient. Political bias could be a particular method of targeting 
this— politically charged language is for one unhelpful, but 
additionally can provoke the other side and lead to additional 
controversy. Finding a way to neutralize politically charged 
language could then be helpful in efforts to quell political 
controversy and focus on neutral, factual information. As for 
the second rationale, politically biased language has excellent 

tools available and has already been a topic of study. 
Identifying ideological language is something that has already 
been done before; for example Rheault and Cochrane in Word 
Embeddings for the Analysis of Ideological Placement in 
Parliamentary Corpora successfully uncovered ideology 
within digitized parliamentary debates. As for what tool we 
will use, we will have to do further research as to which tool 
will be most effective (see Schedule, Week 1), however for 
now we are planning to train a model on the ideological books 
corpus (Sim et al, 2013) and attempt to generalize this to 
Wikipedia articles, validating it on edit comments which 
explicitly mention reverting bias.  

In order to confirm the relationship between 
politically charged language and controversy, we could run the 
chosen model on full article text and talk pages. In order to get 
the data for these pages, full data of all of Wikipedia is 
regularly uploaded to Wikimedia downloads. From here we 
can download full revision history in order to perform analysis 
of controversy if we decide to use a similar reversion analysis 
as we did with the M-Statistic. This data contains the full text 
of each revision of each article, as well as information 
concerning the time of the edit and the user behind this edit. 
From this, we can hash the text and take note of the time and 
the user. As for the talk pages, these are available in the 
“meta-current” rendition. We can match the titles with those 
of the full history in order to join these sets together. From 
here, we can perform sentiment analysis on the current article 
as well as the talk page. As for what this data looks like, it is 
in a similar format to the standard article XML data, but topics 
and comments are all denoted with textual symbols (topics 
starting and ending with “==” and comments with “:”), and the 
title of these pages connect to the current page in the format 
“Talk: Original_Article_Title”. Joining all of this data, then, 
should be quite simple, as is downloading it all. The majority 
of the work, therefore, will be in manipulating and 
transforming this data.  

We are also interested in exploring the relation of 
clickstream data with political bias. If we can find an 
association with traffic to and from a particular article and the 
political bias of this article, this can lead to more efficient 
detection of politically biased articles. This clickstream data is 
freely available as well. It consists of (referrer, referee) pairs, 
in addition to the number of times this pair appears in the data. 
While we cannot make larger chains beyond this with absolute 
certainty, we can still gain an idea of from where people are 
arriving to these articles, and where they are going. From 
these clicks, only about 62% are internal, but it should still 
provide us with plenty of information about the nature of the 
users. As for the number of times these pairs appear, there is a 
median of 24 clicks, a mean of 92.6, skew of 126, 90% 
quantile of 143 and a max of 220000 clicks; the data is very 
much right-skewed and with very serious outliers.  

Overall, after gathering all of our insights from this 
research, we intend to create a bot that could effectively find 
politically charged Wikipedia articles and notify editors of the 
issue. We intend to create it such that it is able to point out 
specific lines that are particularly biased, or perhaps even 
suggest possible corrections that are less politically charged. 
This bot could then be set to run periodically in order to 
identify these problematic phrases. And regardless of the 



 
creation of this bot, all insights will be compiled into a paper 
in order to communicate our findings. 
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